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Weicome to the TrinityX Cluster portal, providing your with an integrated, single access point
for all of your HPC resources. Having an issue? Cantact us for support
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Trinity X
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Copy: Like cp, but fast

TAINLRK D= FPEREHADDLSDANICLZBEER/SIIBETH I E—HHIEE,
rsync BBk D ZED 3 E— (23 5,

« T—RBEE LAEWVWESRRE— FDryrun)H Y,
TILFRAL Y K« <IF/—FTOIE—HAAEE,

s EXBT77ANEREa—%2EE (T 74 DD EIY A X=1GB)

# beegfs copy -m machinefile.txt -t 4 /mnt/nfs/ /mnt/beegfs

node01
node02

[...]

/mt/s -> /mnt/beegfs
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Index: A queryable catalogue of your data

e J7ANLVRATLEHE, BHETALZ MVICHTEA 7 ) XV RILAF ¥ A A]EE,
o« INATUIBAEEXES NAH T,

Q Find-GNU findBE#eD# /> 3 v {KA%

) 36507V RAHDEWNWT 7 AILD S BbRRKI0OFEEIRER,
# beegfs index find --num-results=10 --largest --type=f --atime=+365

~ Query-SQL 7 T
1) logs7TA4 L 27 PULTICHDET 7 A4)LDBeeGFST > kb U IEHK,
# beegfs index query -l logs/ -s "select * from entries®

Jd Stats- 7 7 AL R T LIRETIBHR - A MY v 7 FRIR
B) T4aL T RNUVEBED 7 7 A ILEA TV K

# beegfs index stats files-per-level

ftbh D EERE (Copy ) ~/NA T TEICE,
# beegfsindex|...] | beegfs copy -m machinefile.txt - /mnt/archive/
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¥ Pools: Data tiering inside BeeGFS

ERDERDODR ML= R2—=49y  NEOT 47U v 7 %3FEIEd 5 StoragePool BERE & E#E,
« T—IIZX—4 v bEHDITTIIL—T1 (SSDR— X - HDDR— R &
e« TALIZIMVIZRML—=VT =B TYA L, T7 4 FDRGFEEIET,
o TT7ANTEIREFELET—IVERE - BB TE, E—T 4 L7 FURITEEDATEE,
« beegfs entry migrate A~ > K T/ — LB % ZERIFE,
e TF7ANVRATLERIFTTHRL, Y—=—NR—=/ =KX= v FEIBELTOBREHATEE,

R

Pools+Index: 7'— /L 1 (fast) E C1EMB 7 7 L A D WE2 7 7 A L% 7— )L 3 (archive) ™~
# beegfs index find --type=f --atime=+365 ¥
| beegfs entry migrate --from-pools=s:1 --pool=s:3 --verbose -

PATH STATUS ORIGINAL_IDS ERRORS
/2024-backup/run_2022_04_01/logs_stdout.log migrated file [1] none
/2024-backup/run_2022_04_01/output_0001.dat migrated file [1] none

[...]
Summary: {MigrationStatusUnknown:0 MigrationErrors:0 MigrationNotSupported:0

MigrationSkippedDirs:0
MigrationNotNeeded:0 MigrationNeeded:0 MigratedFiles:15 MigrationUpdatedDirs:0}
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® Remote Storage Targets: S3 Syncing

e S3&BeeGFSOX A A D I[EHA
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# beegfs remote pull --remote-target=1 --remote- path—hello /mnt/beegfs/world

amazon —
S3
Sync Node x4
2 B
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BeeGFS
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Slinky ¢& (&

Slurm OFEFEITTH S SchedMD Ik b, Ny FIRIELK8s O x Bigd 4 —7
\/_X7OI:| &\\7 I\o

s SlUrM-operator

o BIEX DK8s L IZSlurm /Ny FALIE Y T R X —% helm THET 2 H D,
o NEREREE(sssd) * 77> T 4 >~ 7% « REST * Exporter D7 7 0 A (X5,

= SlUrm-bridge

eV 7 AX—/ — F|Zkubelet&slurmdZz[EE S, slurm DR > —TK8sD
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Slurm-Operator D&k

Cluster CRD

b g 1 Kubernetes 3 Slurm
slurmctld, slurmdbd, slurmrestd, ﬁ AFJ—@
Iogin, Worker 7’;&\ EUPOdT‘\EE}JO ModeSet CRD J —

2
K8sSAD AV R—F > b &EETHEE,
N
NodeSet Slurm - Slurm 3 Slurm
Cluster CR on T Control e
\siurmdod} (slurmctld) (slurmrestd)
LS
3 3

3
# helm install slurm-operator-crds ¥

Database Slurm
. . . . (mariadb) S'QT:WES;’E Metrics
oci://ghcr.io/slinkyproject/charts/slurm-operator-crds

# helm install slurm-operator ¥

oci://ghcr.io/slinkyproject/charts/slurm-operator --namespace=slinky --create-namespace
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Slurm-Bridge D&k

slurmrestd % 18 U CTE#E,

) —REP g TDORTY 2 — v TF

slurm 8 T &
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Kubernetes
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Kubernetes APl €——

Slurm Cluster
v Bridged Node
N i slurmd kubelet
Jobs
¥ i Slurm Node -
Slurmectld =~ Fe--- banan slurmd

Pod slurm-bridge-admission

Container admission

Pod slurm-bridge-controllers

Container manager

FPod slurm-bridge-scheduler

Container scheduler

Siurm External Node

kubelet
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Pod/Job info translation

K8s job description

apiVersion: batch/v1
kind: Job
metadata:
name: job-sleep-dra
namespace: slurm-bridge
annotations:
slurmjob.slinky.slurm.net/job-name: job-sleep-dra
spec:
completions: 1
parallelism: 1
template:
spec:
schedulerName: slurm-bridge-scheduler
containers:
- name: sleep
image: busybox:stable
command: [sh, -c, sleep 30]
resources:
limits:
cpu: "1’
memory: 100Mi

deviceclass.resource.kubernetes.io/gpu.example.com: 1

Pacific Teck Japan

Pagific Teck

scontrol show job

Jobld=1|JobName=job-sleep-dra
JobState=RUNNING Reason=None Dependency=(null)
RegNodeList=kind-worker[5-9] ExcNodeList=(null)
NodeList=kind-worker5
BatchHost=kind-worker5

NumNodes=1 NumCPUs=12 NumTasks=1 CPUs/Task=1 ReqB:S:C:T=0:0:*:*

ReqTRES=cpu=1,mem=100M,node=1,billing=1
AllocTRES=cpu=12,mem=100M,node=1,billing=12
Socks/Node="* NtasksPerN:B:S:C=0:0:*:* CoreSpec=*
JOB_GRES=gpu:gpu.example.com:8
Nodes=kind-worker5 CPU_IDs=0-11 Mem=100
GRES=gpu:gpu.example.com:8(IDX:0-7)
MinCPUsNode=1 MinMemoryNode=100M MinTmpDiskNode=0
AdminComment={"pods":["slurm-bridge/job-sleep-dra-fjikp8"]}
TresPerNode=gres/gpu:gpu.example.com=1

CONFIDENTIAL
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slurm

workload manager
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Slurm/Slinkya<—< v LR — b

® Slurm/Slinky(CB89 5., EEaENhZ&2LHHR— b

@ HRTICLABNVYAA Y L—Zv T

@ (VAM—IBLIPaOVHILTy v ITH—EX

SCHEDMD

The Slurm Company
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<A NVIDIA. Q

Home Al DataCenter Driving Gaming ProGraphics Robotics Healthcare Startups Al Podcast NVIDIA Life

NVIDIA Acquires Open-Source Workload Management Provider SchedMD

NVIDIA will continue to distribute SchedMD’s open-source, vendor-neutral Slurm software, ensuring wide availability for high-
performance computing and Al
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® SCA2026/HPC Asia 2026
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