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Gfarm xmlattr inumber Inode®& =
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gfarm=> SELECT
COUNT(DISTINCT i.inumber) AS inode_count,
SUM(i.size) AS logical_bytes
FROM inode i
JOIN xmlattr x ON x.inumber = i.inumber WHERE
i.groupname = 'hpl120273" and i.username = 'hpci002329’

and attrname = 'test"; inumber | attrname | attrvalue
inode_count | logical_bytes || . oo
L 210417956 | test | <test_metadata> +

____________________________ | | <write_user>kaneyama</write_user> +
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{5~ Home > Dashboards > operation_stats

Fault/Operating Status i B P

under_maintenance @@ ® Manual Page ashboard | @ Last30 minutes JST v @ ) Refresh

Metadata/File Server Status e gt
Network HPCI shared storage service is available

Operational status of Master Metadata service Availability by service
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. Sto ra g e ‘ a pa C I ty gfm11.hpel.ite.u-tokyo.ac.jp (master gfmd is in service at U-Tokyo) Metadata Service Storage Service Login Node Seervice
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Capacity Information by User/Group
Node/SNMP/IPMI/Blackbox Exporters metrics
Gfarm Exporter(original) e 100 EE =

Maintenance Information

e Detailed I/0 Status and Service Information

Network Stats
- -
I The communication bandwidth between the HPCI shared storage equipment and SINET.
ec x po I e I O I I g I n a As of 01, Jul, 2021 only information on the R-CCS is reported.

R-CCS Network bandwidth Inbound(SINET > R-CCS HPCI Shared Storage) [bps]

® Last 1 month I Available(R-CCS) Available(U-Tokyo)

R-CCS Network bandwidth Outbound(R-CCS HPCI Shared Storage -> Sinet) [bps]
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- (1) Update monitoring using tools = =

HPCI Shared Storage /0 Stat

As of 01, Jul, 2021 only information on the R

- (2) Introduction of MPC-agent and
ML/AI integration
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Dashboards

RIKEH R-ccs QU Search... Recently updated ~ Tags v @ Create dashboard

C] Name, description, tags Last updated -l Actions
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= @ QU Filter your data using KQL syntax ~  Last 15 minutes C Refresh
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Future Monitoring System Overview

Kkibana Dashboard 10}

WebServer
(Proxy and Authentication)

Cloud or NON-stop environment Service
- (Log and Metrics) \ /- i
299 Shibboleth
O N ~
Metrics ¥ = Aberting Seryice \ -
& ' ~
External Logs . o YN\
monitorin @ . ~
£ ¢ Analyze Service ’7‘. — - Operators
(timescale LLM ---??) 2 - Managers

Automatic Setting

+_ (e.g. service recovery, quota
«, setting, close access)
RECDAIEZS U > IPEEICDLY KB
CRBEZEE(VSD FEERESBHR
HlCANTWEY)

HPCI Share Storage

—————————————  Secure T SN
Network =

0 ’
Internal ,* Internal
monitg;in monitoring

\d

System EBC\@S




) Om
RIKEN R-ccs

P

RS (HPCHEBA - L
S ITER g
EEY—/N - QTS —
N

IRIEHI

NE - =2 - BEF

Alert Rules

LEWME/REHE

Recording Rules

RIRAL - S

EEPEY s

E LT

]

Prometheus * TimeSc

Logstash
JN—Z/ERE

scrape / TSDB {£7F

aleDB

Elasticsearch / OpenSearch

OYR%E - B%

A N U ZAHRE
Grafana - 285

AJERE
Kibana - ZE4&5t

B\ - ER
\ Alertmanager

RN —T T

\ Lm

\
]

J node_exporter

FHEH—/ R - kernel -
CPU- XEY - FE -
H—EZRR

AET—F/ZAbL—IH—
I

‘ OSARUZZ

/Forwarder)

/metrics

+— & 2 EAExporter

Gfarm/gfmd/gfsd+&@ t —
ISR

A L—VEE
AV hA—=3Z/T4RY

Ry h7—OHR
Ny MR - BERR

/O

syslog/journald/app log

Gfarm exporter &

—/metrics

snmp_exporter

NW/EE

ipmi_exporter
BE/ER/ Y

/metrics

——/metrics

OJM&EIT—yz >k
Filebeat

[SESNT
AU BRI SOF
- BRAEE

Slack-

Mail-

—Telephone

FRHELLM

&2 R— KB EER -
X RUY BT - O78RIT

=

=

\

\

MCP Agent

\

fons

EARIICIELLMD L A v &
mcpdD L A ¥V ZEBINT 5721




[@ Cm TODMDLRE

akzh R-CCS

AI’a“ﬁFU)ﬂ LIRUWREE UTEEICET,
T —A DB EE R
« YR A F T — Dl & TN D I —HAD AL T —FNEROFETIEIRESE = 17
- (RARNC(SILEA T —FEEFCOFABZEHIELIZWLWECB)
- FIFH U TULIRWT —SINDEEFTERY. DT —IN\D7 O AEEEHRIR EDIRB(InE
- RABBELIUCHPCIEDOY - A MU RIEEHRDHE

- IRTEDOMRTE T(IOT DIREDFHIBEN B ULV BN IBERYFIFHIEER,

. ﬁﬁ*ﬁgﬂﬁﬁ_@%%&5tﬁ77f—7‘y MDZEEY, DATIEIRE U CORRM=EBEIE UZ0)

(A — )

- 1—H1EERDAPI{E
c ZL DI1—HMEHMDIREZFRA LTI EDD, EZSFUITIMNLIKICHHIN TS,

- APIIR R E O —HHFIADEERE. 1—YI(ICRHE(CIRHE I DEHEA NG -
(BIRELEEDCI—Y(F, EEOANL—2, O—HILAKL—2, HPCIHAX ML —2,
S1&(FAI4SciencePEFIREDA ML —2 DA ML —2ZFA U0 EWVTTRVLDE)
— B AT LANHEAE,

— EZAUIMRI R IZDIEIENC KLY,
(CNEFHRLIRASA—OVvIA>DOEZSFUIRFIBEUICK<WVWER D TWLDD E—FE)




RO

RIKEN R'

EE!I; SCA/HPC Asia 2026@0saka
Date: January 26 ~ 29, 2026
Venue: Osaka International Convention Center

e Theme : Everything with HPC - AI, Cloud, QC and Future Society
e Co-located Events (in progress) S\

=S 550%2-TAR
. Trillion Parameter Consortium (TPC) rﬁ?’// (casakE ;anfggf?io;m
JAL RIS o =

o Accelerated Data Analytics and Computing (ADAC)

« Hpc AlliaNce for Applications and supercoMputing Innovation:
the Europe - Japan collaboration (HANAMI)

« ASEAN International HPC School

« R-CCS International Symposium

e In cooperation with international conferences; ACM, IPSJ], etc.

e Expected number of participants: 1500~3000

e Expected number of exhibits: ~100 companies, universities,
and research institutions

e A place where the world's most advanced research and business on
supercomputing, Al, big data, cloud, quantum computing, and semiconductors meet!
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